Abstract. Explanation and argumentation are fundamental to reasoning. They are therefore of some importance to artificial intelligence. Discourse-based reasoning (DBR) is a knowledge representation technology that uses natural patterns of discourse as a basis for a structural ontology of explanatory and argumentative reasoning. By this means, we may ontologize the reasoning process itself, thus rendering it accessible as an explanatory mechanism. Towards this objective, this paper introduces three general categories of rhetorical relations, including inferential, synthetic, and multinuclear. Inferential relations are argumentative, causal, or conditional; synthetic relations are purely explanatory; and multinuclear relations are used to express rhetorically bound pluralities of concept instantiations. These categories are used to explore design-time and runtime dimensions for representing linked and convergent structures. Using discourse-based reasoning, human and artificial agents will engage in collaborative reasoning, discover knowledge, resolve conflict, and render explanations using rhetorically explicit representations.

1 Introduction

It is ironic that, in the field of artificial intelligence, so little attention is now given to explanation. Certainly no software application is going to pass the Turing test if it cannot engage in explanatory discourse. And certainly, any collaborative activity between computers and humans would benefit if the participants could explain themselves to one another. Discourse-based reasoning (DBR) is a knowledge representation theory that uses natural patterns of discourse as the basis for an ontological model of explanatory reasoning. Given an ability to engage in discourse-based reasoning, computers would use DBR to engage with humans in collaborative activities that would address a variety of problems that would otherwise remain inaccessible. For humans and computers to collaborate, they must reason together, and in order to reason together, they must engage in common discourse.

This paper builds on our previous work [1, 2] by providing an ontological mechanism for distinguishing between inferential, synthetic, and multinuclear
structures. These structures are used as the basis for representing linked and convergent discourse. Linkages and convergences occur commonly in discourse, each involving multiple premises which either combine to support a claim (linked) or work independently to support a common thesis (convergent). Because they occur frequently in discourse, it is important that DBR provide a means for their expression. First, we will review the foundations of DBR. This will be followed by an explication of the DBR ontology. This prepares us for a discussion of linked and convergent structures, and how they may be represented in discourse-based reasoning. The paper then concludes with a summary of the findings and a few suggestions for future research.

2 Theoretical Background

Discourse-based reasoning (DBR) draws on Toulmin’s [3] model of argumentation, Mann and Thompson’s [4] Rhetorical Structure Theory (RST), and Perelman and Olbrechts-Tyteca’s [5] strategic forms of argumentative processes. The Toulmin model provides a framework for argumentation. RST provides schemas, constraints, and rhetorical relations used in generating coherent discourse structures. The concept of strategic argumentative processes leads to a formal definition of argumentative interactions. The contributions of these theories to DBR have been discussed previously [1]. For this paper, we limit the discussion to RST, as it is central to the concepts of linked and convergent structures.

RST defines the coherence of a text in terms of the way its parts, or text-spans, relate to one another. It postulates a small number of schemas for defining the possible structural relationships among spans and defines an extensible set of rhetorical relations that may be used when applying a schema to a set of text spans. An RST analysis of a coherent document defines a hierarchical structure representing the rhetorical interrelationships of the text spans comprising the document. A text span may be either an individual segment or it may be a structure consisting of several segments interrelated by one or more relations. Most relations are binary, consisting of two text spans, with one designated as the nucleus and the other as the satellite. The nucleus is the more salient of the two. The example shown in Fig.1 uses the EVIDENCE relation, where the satellite provides information that makes the nucleus more believable.

Like rule-based knowledge representations, both the Toulmin model and RST are concerned with defining plausible relationships among units of information. A Toulmin warrant provides a linkage between a ground and a claim, where the ground corresponds to the rule’s condition, and the claim corresponds to the rule’s consequent [6]. In an RST structure, the satellite typically gives evidence or explanation for the nucleus. However, RST differ from rules in important ways. In stating that one situation is contingent on another, a rule says nothing

\footnote{This and other RST analyses in this paper are based on an editorial by Paul Krugman that appeared in \textit{The New York Times} on March 21, 2008, \url{http://www.nytimes.com/2008/03/21/opinion/21krugman.html}}
The financial crisis currently under way is basically an updated version of the wave of bank runs that swept the nation three generations ago. People aren’t pulling cash out of banks to put it in their mattresses but they’re doing the modern equivalent pulling their money out of the shadow banking system and putting it into Treasury bills. And the result, now as then, is a vicious circle of financial contraction.

---

Fig. 1. An RST Example

about why this is so. It is essentially an RST structure in which only one relation is permitted, namely the CONDITION relation. As such it offers little in the way of explanation. RST provides a model for representing complex structures of hierarchically nested rhetorical relationships. Both Toulmin and RST provide expressive information models that are inaccessible using rules-based approaches.

3 An Ontology for Discourse-Based Reasoning

An ontology, as famously defined by Gruber [8], is a ”specification of a conceptualization.” Thus an ontology delimits what may be thought and said within a universe of discourse, and it specifies the manner in which these thoughts may be expressed and interrelated. The DBR ontology is a structural ontology. Unlike domain ontologies which are specific to a subject matter, the DBR structural ontology specifies a conceptualization of a reasoning process, irrespective of any particular domain.

The DBR ontology discussed here makes several improvements to our earlier version [1]. Some of these changes are made purely for clarity, but there are substantive changes as well. The main change is that the concept of Relation is treated with greater specificity. This was undertaken to facilitate treatment of linked, inferential, and synthetic structures. This permits clearer distinction between argumentative and explanatory knowledge and it enables representation of important knowledge structures which could not be expressed in the previous ontology.

As shown in Fig.2, an explanation is a warrant and a set of interactions. The warrant and its associated concepts are design-time resources; they may be used by a knowledge engineer to create a knowledge base. The warrant identifies the satellite (ground) and the nucleus (claim) of an explanation (or argument).
An explanation is a warrant and zero or more interactions with other explanations.

The warrant establishes the linkage between one or more satellites and a nucleus.

The nucleus is rhetorically dominant explanandum relative to the satellite.

Interactions are concerned with relations between explanations.

A satellite defines the relation of a rhetorically subordinate explanans to a nucleus.

Interactions* explanation warrant

The warrant establishes the linkage between one or more satellites and a nucleus.

The nucleus is rhetorically dominant explanandum relative to the satellite.

The warrant establishes the linkage between one or more satellites and a nucleus.

The warrant establishes the linkage between one or more satellites and a nucleus.

Fig. 2. The DBR Ontology
in Hempel and Oppenheim’s terminology [9], the nucleus is the *explanandum*, or expression that is to be explained, and the satellite is the *explanans*, or the expression that does the explaining. Interactions define the possible interrelationships an explanation may have with other explanations.

A *satellite* is defined in terms of an expression and a relation. The expression may be a *unit*, a *multinuclear relation*, or an *explanation*. A *unit* is an instantiation of an ontologically normalized sentential expression, usually of a domain specific nature. The domain ontology used to articulate the expression is not part of the DBR ontology.

There are three types of relations: *inferential*, *synthetic*, and *multinuclear*. *Inferential* relations include argumentative, causal, and conditional relations. They involve some notion of truth functionality in the relationship between the satellite and the nucleus, such that the truth value of one has some influence on the truth value of the other. For example, in Fig. 3, the nucleus is contingent upon the satellite through use of the *CONDITION* relation.

![CONDITION](image)

*If Ben Bernanke manages to save the financial system from collapse, he will rightly be praised for his heroic efforts.*

Fig. 3. Condition as Inferential Relation

Not all inferential relations are as simple as this, however. Given the means to construct hierarchies of distinct and sometimes complementary relations, complex structures may be used to render subtle design-time lines of reasoning [10]. In Fig. 4, the CONCESSION and ANTITHESIS relations are used to indicate a rhetorical tension between the units comprising the argument. The CONCESSION relation, as defined in RST, is used to indicate that the writer does not dispute the satellite, but rather contends that despite any apparent incompatibility between the satellite and the nucleus, the nucleus holds nevertheless. In the ANTITHESIS relation, the writer indicates that there is an incompatibility between the satellite and the nucleus, and that the incompatibility is such that the nucleus holds and the satellite does not. From a purely truth-functional perspective, CONCESSION states that the satellite does not preclude the nucleus. ANTITHESIS says that the satellite and nucleus preclude one another, and it is the nucleus which prevails.

---

2 For ease of readability, in this paper none of the examples use normalized units.
A *synthetic* relation defines an explanatory RST relation between a satellite and a nucleus. The ELABORATION relation is the most commonly used synthetic relation (Indeed, it is the most commonly used relation of any sort). In Fig. 5, ELABORATION is used several times. In the ELABORATION relation the satellite provides additional information about the situation presented in nucleus.

A multinuclear relation specifies two or more nuclei expressions, a relation identifier, a qualifier, and a schema. Fig. 5 includes an example of a multinuclear relation. In the CONJUNCTION relation, multiple items are aggregated to form a unit in which each item plays a comparable role [7]. Table 1 provides a listing of inferential, synthetic, and multinuclear relations. The qualifier of an inferential relation will be either supportive or conclusive; the qualifier of a synthetic rela-
tion will be explanatory. The qualifier of a multinuclear relation is assumed to be explanatory.

<table>
<thead>
<tr>
<th>Table 1. Relation Modalities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inferential Relations</td>
</tr>
<tr>
<td><strong>ANTITHESIS</strong></td>
</tr>
<tr>
<td><strong>CONCESSION</strong></td>
</tr>
<tr>
<td><strong>EVIDENCE</strong></td>
</tr>
<tr>
<td><strong>ENABLEMENT</strong></td>
</tr>
<tr>
<td><strong>JUSTIFICATION</strong></td>
</tr>
<tr>
<td><strong>MEANS</strong></td>
</tr>
<tr>
<td><strong>MOTIVATION</strong></td>
</tr>
<tr>
<td><strong>VOLITIONAL-CAUSE</strong></td>
</tr>
</tbody>
</table>

The final piece of the ontology to be discussed is the Interaction concept. Whereas warrants are defined by the knowledge engineer at design-time, interactions are discovered at runtime and define the possible relations instantiated explanations may have with one another. For example, suppose we have a knowledge-base containing two inferential explanations, as shown in Fig. 6. At runtime, these explanations may be instantiated, such that $X$ now refers to the US economy of 2008, for example.

![Fig. 6. A Small Financial Knowledge Base](image_url)

However, we now have more than just the two separate explanations, because the satellite of one reoccurs as the nucleus of the other. That is, the first explanation substantiates the second. This interaction leads to the discovery of a more elaborate structure, shown in Fig. 7. In our earlier work [1] we identified a set of eight possible interactions that may occur among explanations. The interaction used in this example is *substantiation*: when the nucleus of one argument or explanation unifies with the satellite of another, the substantiation interaction applies. Interactions like this support the runtime construction of a rhetorical network, in which discourse elements are linked together to form explanatory structures representing the system’s understanding of the universe of discourse.
Fig. 7. Interacting Explanations

4 Linked and Convergent Structures

A perennial issue in informal logic is the distinction between linked and convergent arguments. As defined by Walton [11], a linked argument is one with multiple premises, where the premises combine to support the conclusion. In a convergent argument, multiple premises support a conclusion, but they do so independently. It is important that both linked and convergent arguments be expressible, and to the extent possible, the structures should reflect the distinction between the two types of argument. Yanal [12] uses this example of a linked argument:

She’s either in the study or the kitchen
She’s not in the study
She’s in the kitchen

Neither premise taken alone is sufficient to establish the conclusion. Knowing that a person is in one room or another does not tell us what room she is in. And knowing what room she is not in is insufficient to establish what room she is in, unless there are only two possible locations. So the argument is linked.

A convergent argument is actually two arguments which share the same conclusion. Yanal [12] uses these two arguments:

She typically goes to the kitchen around this time to make a cup of tea
She’s in the kitchen

I saw her walking in the general direction of the kitchen
She’s in the kitchen

Here, the two separate premises converge on the conclusion that she’s in the kitchen. It is easy to imagine situations in which either of the two arguments
could be advanced without any mention of the other. From that perspective, it is easy to see the arguments as convergent rather than linked. However, there is some question as to whether the arguments are necessarily convergent, not linked. As Yanal [12] points out, having both arguments could add to our certainty of the conclusion. In Yanal’s analysis, any uncertainty associated with the first premise may be reduced by the second premise. In support of this, Walton [11] cites what he calls evidence-accumulating arguments as a non-deductive linked type of argument, for example:

\[ \begin{align*}
\text{Bob is sneezing a lot} \\
\text{Bob has a sore throat} \\
\text{Therefore, Bob has a cold}
\end{align*} \]

While this could be interpreted as a set of convergent arguments, it seems clear that the combination of premises lends greater plausibility to the conclusion than either premise would when offered alone. As Walton [11] notes, determining whether an argument is convergent or linked is not always possible without the full context in which the argument occurs. Much depends on the intent of the person advancing the argument.

## 5 Linked and Convergent Structures in DBR

In DBR, the person advancing the argument is the knowledge engineer. To this extent, some of the difficulties encountered in distinguishing between linked and convergent structures may be avoided. The knowledge engineer can indicate that a structure is linked by making this information explicit at design-time.

This can be accomplished using the three kinds of relations: multinuclear, synthetic, and inferential. As introduced earlier, multinuclear relations consist of collections of nuclei and a single relation. Synthetic and inferential relations are structurally identical, consisting of a single nucleus and a satellite. These may be referred to as single-nucleus structures. Note that single-nucleus structures can have multiple satellites, each with its own relation, as shown in Fig. 8.

---

**Fig. 8.** Multi-Satellite Strategy for Linked Structures
Thus, there are two strategies available for designing linked structures in DBR. Using multinuclear relations, we can aggregate units in an explicitly defined relationship and then use a single nucleus relation to relate the aggregation to some nucleus. An example of this multinuclear linking strategy appeared earlier in this paper (Fig. 5). The second strategy is to specify the linkage using a multiple satellites and a single nucleus. This strategy is appropriate when the satellites each hold a unique relation to the nucleus. Fig. 8 shows an example of this multiple satellite strategy.

Under these strategies, the commitment to a linked structure is made at design time. However, linked structures may also be discovered at runtime. These inferred structures are derived from separate arguments or explanations that were created separately, possibly at different times and by different authors. Fig. 9 shows two structures derived from two separate articles by two separate writers on two separate occasions. The two structures interact, because their nuclei are identical.

![Diagram of linked structures](diagram.png)

**Fig. 9.** Convergent Structures

In some respects, these appear to be convergent arguments. Each argument works well on its own. However, if we are to decide whether history will praise Ben Bernanke for his heroic efforts, we may wish to take both arguments into account. If one argument fails, we still have the other one to make our case. And if both arguments succeed (and at this moment that remains to be seen), we may regard the arguments as evidence-accumulating arguments of the sort discussed by Walton [11]. The accumulation of arguments would then become grounds for heaping praise on Bernanke.

Whereas design-time linkages are easy to identify, because the author of the argument has explicitly committed to a linked argument strategy, inferred linkages are more difficult, because the discovery is not simply a matter of matching structural patterns. This can be made clear by considering a third possible argument, one in which Bernanke’s praiseworthiness would be contingent upon him desisting altogether in meddling with the financial markets. This argument would have the same structure as the other two, but would proceed from a premise that
is incompatible with the other two. Similarly, in Prakken’s [13] jogging example, one argument warrants rain as a reason not to go jogging and the other uses heat as the excuse. The arguments converge upon a single claim. But rather than strengthening the claim for avoiding jogging, the effect of the convergence may be weakening: the combination of rain and heat may be satisfactory conditions for jogging.

In examples such as these, we can see that what is needed is additional information. The difficulty is not just that the arguments are enthymemes, because we need not raise questions of inference in order to encounter the problem. The problem is ontological: recognizing the strengthening and weakening effects of different combinations of arguments requires understanding the constraints and relationships among the concepts comprising the subject matter. In the absence of such knowledge, we cannot reach a judgment.

While this might seem a shortcoming in the proposed approach, it is simply a matter of recognition of the boundary between the DBR and domain ontologies. As a structural ontology, DBR provides a mechanism for reasoning about explanatory structures; it makes no attempt to finesse the subtleties of specific knowledge domains. Thus, DBR supports design-time construction of linked structures and runtime discovery of convergent structures, but runtime discovery of linked structures appears to be a domain specific activity.

6 Conclusion

Discourse-based reasoning is a knowledge representation theory that uses natural patterns of discourse as the basis for an ontological model of explanatory reasoning. The DBR ontology is based on patterns natural discourse. The resulting knowledge structures and processes possess salient characteristics of intelligent explanatory reasoning. Using the DBR ontology, knowledge may be encoded in a manner similar to that used in rule-based expert systems. And at runtime, explanations and arguments would be instantiated, in a manner similar to the way rules fire in an expert system. An important difference is that the resulting instantiations would then be mapped into a rhetorical network by unifying their interactions. This results in a structured explanation of what is known to the system, which may be queried, updated, or merged with other networks. By providing ontological elements necessary for linked and convergent structures, we have provided DBR with a more complete basis for representing explanatory knowledge. Future work will include additional research in argument interaction, particularly with respect to accrual, analogical reasoning, and summarization.
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